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Abstract
We devised a semiautomatic approach for extracting lake features based on a customized set of normalized difference water index (NDWI) information which was obtained by incorporating high resolution, 8-band WorldView-2 data. An extensive accuracy assessment was carried out for three semiautomatic feature extraction approaches for extracting 36 lake features on Larsemann Hills, Antarctica. The method was tested on five existing PAN-sharpening algorithms, which suggest that the customized NDWI approach renders intermediate performance (root mean square error varies from ~227 to ~235 m²) and highest stability when compared with existing feature extraction techniques. In general, the customized NDWI rendered a least misclassification (~11 percent), followed by target detection (~16 percent) and spectral processing (~17 percent) methods for extraction of 36 lakes. We also found that customized NDWI caused consistently least misclassification (~21 percent) than the target detection (~23 percent) and spectral processing (~30 percent) methods for extraction of partially snow or ice-covered 11 lakes. Our results indicate that the use of the customized NDWI approach and appropriate PAN-sharpening algorithm can greatly improve the semiautomatic extraction of lake features in cryospheric environment.

Introduction
The semiautomatic (partly automatic or operating with minimal human intervention) feature extraction method interactively attempts to synergistically merge the intelligence or knowledge of human visual system to robustly recognize the targeted feature and the computer-aided system to carry out rapid extraction of targeted feature and accurate shape representation (Hu et al., 2004). In semiautomatic feature extraction strategy, the target feature of interest is first recognized by human vision and some approximations in terms of seed points or training samples about the targeted feature are often provided. The targeted feature is then delineated automatically by the computer-aided algorithm.

Frazier and Page (2000) reviewed numerous methods employed by various authors to extract water bodies from Landsat Thematic Mapper (TM) and Multispectral Scanner (MSS). It is apparent that the most common methods for extracting water bodies use single band-based threshold methods, spectral index ratio (SIR)-based multiband methods, image segmentation methods, spectral-matching methods, and supervised target detection methods.

Presently, the methods for extracting surface water bodies are based on spectral index or multiband techniques, which are spectrum property-based methods, such as the normalized difference vegetation index (NDVI) and the normalized difference water index (NDWI) (McFeeters, 1996; McFeeters, 2013). Because a single spectral index cannot delineate water bodies effectively in different environments, many improved indices have been proposed to obtain better results in a particular environment (Lacaux et al., 2007; Xu, 2005). Ouma and Tateishi (2006) proposed a novel water extraction index for shoreline delineation by combining the tasseled cap wetness index (TCWI) and NDWI. A comprehensive water body information extraction technique was proposed by Wu et al. (2008) through fusion of the spectral relationships between various bands with supervised classification methods. Rogers and Kearney (2004) proposed the NDWI for Moderate Resolution Imaging Spectroradiometer (MODIS) multispectral satellite images (MSI). Furthermore, Xiao et al. (2005) proposed a land surface water index (LSWI) by combining the shortwave infrared (SWIR) and near-infrared (NIR) data to identify water bodies in MODIS images. Lu et al. (2011) recommended an integrated water body extraction technique with HJ-1A/B satellite imagery by utilizing differences between NDVI and NDWI. These modified indices have been commonly used to map surface water bodies using Landsat and MODIS images (Zhong et al., 2008; Li et al., 2009; Soti et al., 2009). However, because of the complexity of cryospheric environment, various surface targets may have the same spectrum characteristics. Therefore, only one type of index method can extract water bodies under certain conditions only (Jawak and Luis, 2013a and 2013b). Additionally, these spectral indices were developed for well-known visible near-IR (VNIR) and shortwave infrared (SWIR) systems. The WorldView-2 (WV-2) provides a duplet of VNIR bands, which offers an opportunity to adapt a novel set of NDWI using eight bands. The present study differs from previous studies by reconstructing the NDWI for 8-band WV-2 data in order to semi-automatically extract lake features.

Spectral processing-based or matching-based feature identification methods, such as Matched Filtering (MF), Mixture Tuned Matched Filtering (MTMF), Spectral Angle Mapper (SAM), MF/SAM ratio, and Principal Component Analysis (PCA), have been implemented for improved mapping and classification of remote sensing images (Peterson et al., 2011; Williams and Hunt, 2002; Boardman, 1998; Kruse et al., 1993; Jia and Richards, 1999). Supervised target detection methods, such as Constrained Energy Minimization (CEM) (Chang et al., 2000), Adaptive Coherence Estimator (ACE) (Bourennane et al., 2011), Target-Constrained Interference-Minimized Filter (TCIMF) (Ren and Chang, 2010), Mixture Tuned TCIMF (MTTCIMF) (Ren et al., 2011).
Greenland environment and to our knowledge, these methods are developed and evaluated for the Arctic and suffer from the following drawbacks. First, most of these methods have been developed for extracting surface lake features in cryospheric environments, which may not be suitable for extracting the landlocked lakes of the Antarctic, e.g., lakes found in coastal Antarctic oases. Third, most of these studies utilized either medium or coarse resolution optical satellite remote sensing data. As the spatial resolution of an image increases, it is possible to detect smaller lakes. Fourth, to our knowledge, there is no automatic or semiautomatic lake feature extraction method that uses very high resolution satellite remote sensing data for the Antarctic environment. Hence, we present the first comprehensive study on a semiautomatic lake feature extraction approach developed using very high resolution WV-2 data in the Antarctic oasis environment.

The WV-2 satellite offers images at a spatial resolution of 0.50 m in the panchromatic (PAN) band and 2 m in the multispectral (MS) bands, with an average revisit time of 1.1 days. WV-2 MS consists of four traditional bands, consisting of Band 1, blue (450 to 510 nm); Band 2, green (510 to 580 nm); Band 3, red (630 to 690 nm); and Band 4, near-IR1 (770 to 895 nm), and four new bands: Band 5, red edge (705 to 745 nm); and Band 6, near-IR2 (860 to 1040 nm), which are not available on other commercial platforms. With the aim to provide new techniques for using the WV-2 data, we propose a customized NDWI approach wherein each ratio consists of at least one new or add-on band from the WV-2 MS image.

In this work, we performed semiautomatic extraction of lakes in the Larsemann Hills, Antarctica, by employing three types of pixel-wise approaches: (a) a customized NDWI approach, (b) a spectral processing or matching approach, and (c) a target detection approach. Our experiment focused on the following objectives: (a) designing a customized NDWI approach to extract lake features, (b) comparing the performance of supervised feature extraction algorithms with the newly developed customized NDWI approach using visual analysis and statistical accuracy, and (c) assessing the distinctive 8-band acquisition capability of WV-2 data by performing manifold semiautomatic extraction approaches to compare their reliability in lake area extraction.

Figure 1. Map of the study area (WorldView-2 PAN imagery) showing the spatial distribution of the 36 lakes under consideration.
Study Area and Data

Study Area

The Larsemann Hills (69°20′S to 69°30′S; 75°55′E to 76°30′E) are located on the Ingrid Christensen Coast, Princess Elizabeth Land, east Antarctica. The region is a typical ice-free Antarctic coastal oasis with a series of low rounded exposed rocks and low rolling hills along the southeast shore of Prydz Bay. The region hosts a number of small lakes, ranging from small, shallow ponds (<1 m deep) to large glacial lakes such as Progress lake (~38 m deep), with areas ranging between 100 m² and 33,000 m². In winter, some of these lakes are covered by 2 m thick ice, while others remain ice-free for succinct phases or moderately ice-free throughout the austral summer (September to February) when water temperatures increase to 8°C in a few of the surface water bodies. Most lakes are mainly fed by fresh snowfall and glacial melt water. The WV-2 image of the Larsemann Hills (Figure 1) covers an area of approximately 100 km² with different land cover features such as snow, ice, exposed rocks, lake features, permafrost, etc.

Satellite Data

We employed radiometrically corrected, georeferenced, orthorectified 16-bit standard level 2 (1/2A) WV-2 multi-sequence data. The data was composed of nine cloud-free image strips consisting of 8-band MSI and PAN images acquired on 10 September 2010, over the Larsemann Hills in Antarctica. A total of nine strips were geospatially fused by mosaicking process to create a single continuous WV-2 image.

Description of Reference and Manually Digitized Map Dataset

The ground reference datasets utilized to support the semiautomatic extraction of lakes were retrieved from the Australian Antarctic Data Centre (AADC), Indian Scientific Expedition (InSEA), historical Google Earth®, images, and PAN-sharpened WV-2 images (Table 1). Extensive field surveys have already been carried out by the AADC over the last few decades (http://www.aad.gov.au/) and by teams participating in the InSEA since 2005. One important dataset of the land cover map for the Larsemann Hills was produced by AADC (Harris, 2002) which is titled Larsemann Hills Photogrammetric Mapping Project. Additionally, AADC’s collection of geographical information system (GIS) layers, such as contours, geological structures, water bodies, etc., were used as supplementary datasets to generate our reference map.

A geodatabase consisting of 110 randomly distributed lakes in the Larsemann Hills region was generated by manual digitization. Pan-sharpened images (0.5 m) were visualized in ArcGIS® 10 at several scales using various band combinations: 742, 872, 632, 532, and 732. However, we could easily recognize the shoreline, shape and size (dimension) of lake features along with better visualization and discrimination of lake features against background features using 532 band combination and 1:500 scale. Hence, we selected a 1:500 scale and the 532 band combination for digitization of the lake features. Each lake polygon was then edited to eliminate digitization errors.

Quality control involved cross-checking the lake feature boundaries to ensure accurate and consistent interpretation and digitization. Then, the positional accuracy of the digitized lake database was calculated using an independent source of eight accurate differential global positioning system (DGPS) point locations (Congalton, 2008; Congalton and Green, 1999; Congalton, 1991). The root mean square error (RMSE) of digitization yielded ±25 mm (less than one pixel) when compared with the DGPS source. The manually digitized lakes were extensively surveyed, confirmed and cross-checked using DGPS ground reference data obtained from field campaigns, AADC maps, and Google® images.

A field survey of 50 lakes was carried out in the real-time-kinematic (RTK) mode with a positional accuracy of ±10 mm using the Leica Viva DGPS surveying unit. Since these field datasets were collected from 2008 to 2012 (September to February), they were processed to conform the 2010 (September...
images. Careful visual examination was conducted to eliminate those samples that were not present in the existing WV-2 imagery because they may have been completely frozen. Additionally, only 44 lakes mapped during September to December corresponding to the WV-2 image acquisition date (10 September 2010) were considered in the present analysis in order to reduce the errors associated with temporal changes in shoreline geometry. Those 44 lakes mapped using DGPS during September to December were overlaid on the WV-2 PAN-sharpened image and checked against the digitized reference database consisting of 110 lakes. After a careful visual analysis, eight manually digitized lakes that had higher boundary variations (typically greater than 1 pixel, i.e., 50 cm) compared with the ground surveyed lake boundary were eliminated. Finally, only 36 lakes (out of 110) extracted by manual digitization and confirmed by the DGPS survey were considered in the present analysis (Figure 1). A GIS-compatible shapefile of the lakes was generated using ArcGIS 10. The surface area of all 36 lakes was calculated using GIS routines. A list of the 36 lakes and their reference areas are summarized in Table 2.

**Methodology**

The data processing protocol is shown in Figure 2. The steps consist of three blocks: (a) data preprocessing, (b) PAN-sharpening and feature extraction, and (c) quantitative evaluation. Each block of the methodology (Figure 2) is discussed below.

**Data Preprocessing**

Two procedures were implemented for data preprocessing: (a) dark object subtraction (DOS) and (b) data calibration.

**Dark Object or Pixel Subtraction (DOS)**

The DOS was performed to reduce the path radiance from each band in order to evenly spread the data values in space with regard to a dynamic range. Following the literature (Chavez, 1996), we used clear water bodies as dark objects.

**Data Calibration**

The calibration method was adapted from literature (Updike and Comp, 2010). The calibration procedure was carried out in two steps: (a) conversion of the raw digital number values to at-sensor spectral radiance factors, and (b) conversion from spectral radiance to Top-of-Atmosphere (TOA) reflectance.

**PAN-Sharpening and Feature Extraction:**

**PAN-Sharpening**

The 8-band image was PAN-sharpened from a spatial resolution of 2.00 m to 0.50 m to create an image of 0.50 m spatial resolution. Among the hundreds of PAN-sharpening algorithms available for remote sensing applications, we used the five most popular and effective algorithms for feature extraction. These algorithms are Principal Component Analysis (PCA) (Chavez et al., 1991), Brovey’s Transform (BT) - Resolution Merge (Hallada and Cox, 1983), Wavelet-based Principal Component (W-PC) (Pradhan et al., 2006), Ehler’s Fusion (EF) (Klonus and Ehlers, 2007), and Gram Schmidt (GS) (Laben et al., 2005). We selected these methods because they yield less spectral distortion than other fusion methods, such as HIS (Zhang, 2002). Since the PAN and MSI images were acquired by the sensor at the same time, PAN-sharpening process was performed directly without supplementary registration.

**Feature Identification and Extraction**

This procedure consisted of three semiautomatic feature extraction approaches: (a) a customized NDWI approach, (b) a spectral processing approach, and (c) a target detection approach.
In this study, customized NDWIs were experientially estimated through repetitive and robust spectral profile observations. We identified the most useful bands for discriminating lakes by visual inspection. Each NDWI was computed by comparing the relative responses of various lakes in the spectral space. The spectral bands were ordered or ranked for maximum and minimum response values for lakes; bands were also ordered using the minimum redundancy maximum relevance (mRMR) principle (Peng et al., 2005). Lake regions in the MS image were selected and then a combination of spectral bands that prominently discriminated the lake features was obtained. Nearly 300 spectral profiles from the 36 lakes were evaluated to ensure the maximum and minimum response band for the lake class. These bands were normalized to yield a customized NDWI for effective semiautomatic lake extraction (Table 3).

Traditionally, the blue band is normalized to the NIR band (Huggel, 2002; Xie et al., 2013), since the distinction in spectral response is clearly evident. In this study, the coastal band was normalized to the NIR2 band, since the difference of each of these bands provided an enhanced contrast and produced a distinct threshold for detecting regions of standing water. Because there are no buildings in the Larsemann Hills that have an analogous spectral response to water and

<table>
<thead>
<tr>
<th>Normalized Difference Water Index</th>
<th>Mathematical Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDWI_{1-7/1+7}</td>
<td>Coastal − NIR1</td>
</tr>
<tr>
<td>NDWI_{2-7/2+7}</td>
<td>Blue − NIR1</td>
</tr>
<tr>
<td>NDWI_{1-8/1+8}</td>
<td>Coastal − NIR2</td>
</tr>
<tr>
<td>NDWI_{2-8/2+8}</td>
<td>Blue − NIR2</td>
</tr>
</tbody>
</table>

Figure 2. Experimental protocol for semiautomatic extraction of lake information.
because the satellite data was captured with minimum cloud cover, the standing water was the only target that appeared bright on the NDWI image. However, the NDWI does not imply a maximization of the spectral response of a particular feature, but rather it gives a better discrimination of the lake class over other classes in the image. This means that in a specific range of values defined by threshold, NDWI contains a certain water class. Thereafter, the customized NDWIs were calculated against the values in the radiance cube, and an output image was generated for each customized NDWI.

The WV-2 image data was captured during the beginning of the austral spring when solar radiation reaches the surface and initiates ice melting in Antarctica. This led to a similar spectral response of NDWI for melt water on the surface of snow and in lakes, since NDWI discriminates water from other land cover features. To discriminate between melt water on the surface of snow and on lakes, it was essential to threshold the NDWI value so that the entire region was classified as the target class (lakes) or a non-target class (snow, rocks, and melt water).

Since the lake areas exhibited NDWI values ranging from 0.64 to 0.86, a scene-dependent threshold was defined and used to discriminate between lake and non-lake pixels. Threshold values used in this study were empirically evaluated by manually scrutinizing the most obvious 300 lake pixels from the NDWI images obtained from the PAN-sharpened images. Analyses were performed at the same pixel locations for all NDWI images derived from PAN-sharpened images to verify unbiased accuracy analysis. A list of the thresholds defined for the customized NDWI methods are summarized in Table 4. Pixels with higher NDWI value than the local threshold were coded as 1 (target lake class pixels), while pixels with a lower NDWI value were coded as 0 (non-target class pixels). After classifying the image based on each customized NDWI, the 36 semi-automatically extracted lakes were vectorized to calculate the area of individual lake.

b) Spectral Processing or Matching-based Extraction Approach

Spectral matching methods extract the target features that are depicted in multispectral imagery based on the target feature’s spectral characteristics. The supervised workflows require an initial approximation in terms of regions of interest (ROIs) as reference spectra or seed points that include representative pixels of the desired target class. Spectral matching algorithms determine the spectral similarity or matching between input satellite imagery and reference seed points to create an output product in which pixels with similar spectral properties are clumped into target and non-target classes.

The Spectral Processing Exploitation and Analysis Resource (SPEAR) workflow tools and mapping methods (ENVI 4.8) were utilized, which streamlines spectral processing methods (MF, MTMF, SAM, MF/SAM ratio, and PCA) for mapping open and obscured water bodies using WV-2 PAN-sharpened data. Lakes covered with snow showed a wide range of turbidity, ranging from light blue or green to almost black. The major influences came from sediment influx, water depth, topography of the lake bottom, and the origin of the lake water (Wessels, 2002). Because of this difference in spectral information, unsupervised classification methods were not used for automated lake mapping. Since one of our objectives was to extract lake features semi-automatically, we processed the image using supervised workflows based on the knowledge of water locations within the landscape.

c) Target Detection Approach

Target detection algorithms work on the principle of extracting target features based on spectral characteristic of initial training spectral signatures of target features, and suppressing the background noise using spectral signatures of non-target features. These algorithms provide a rapid means to maximize the response of the known target spectra and suppress the response of the composite unknown background targets. The initial approximations or spectral signatures for supervised workflows are provided in terms of target ROIs and non-target ROIs.

Target detection tools (ENVI 4.8) were executed to perform supervised image processing tasks into workflows (CEM, ACE, OSP, TCIMF, and MT-TCIMF) to extract lake features. We referred to the target detection workflow introduced by Jin et al. (2009) that couples a Minimum Noise Fraction (MNF) transform for improved target detection. The use of a MNF transform improves the target detection for multispectral data (Jin et al., 2009). Additionally, for MT-TCIMF, the MNF transformed image fuses the mixture-tuned method with the TCIMF method. Hence, the MNF was used to resolve the intrinsic spectral dimensionality of the WV-2 image to support subsequent processing (Jin et al., 2009). The MNF transformation served two purposes: (a) MNF was used to extract target features and/or reduce dimensions for the generic target detection methods, such as ACE, CEM, and OSP; and (b) For the mixture tuned method (MT-TCIMF), applying the MNF transform resulted in the isotropic variance noise, which was used to compute infeasibility value. By adding an additional infeasibility band, mixture tuned techniques improved the detection results by reducing the number of false spectral signals.

The feature extraction methods described in this section are based on different underlying principles. Hence, to compare these methods objectively, we kept the input ROIs (regions of interest or training samples) constant for all methods. After classifying the image into target spectra, i.e., lakes, using the spectral processing or target detection approaches, the 36 semi-automatically extracted lakes were vectorized to calculate the area of individual lake.

Accuracy Assessment

A pre-digitized geodatabase of lake areas of the 36 extracted lakes in the form shapefiles was
utilized as reference for assessing the accuracy of the semiautomatic extraction methods. Using the vectorized outputs from the extraction procedures, the areas of the extracted lakes were estimated and area statistics were compared with lake areas in the manually digitized database. For quantifying the uncertainty of our analysis, we used the root mean square error (RMSE), because it is a more consistent and statistically significant indicator of accuracy. Mathematically, RMSE is expressed as:

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (A_{\text{ref}} - A_{\text{meas}})^2} \]  

(1)

where \( A_{\text{meas}} \) is the \( p \)th original area value measured using the semiautomatic extraction method, \( A_{\text{ref}} \) is the corresponding value measured on the reference ground surface, and \( n \) is the number of lakes, corresponding to the sample size of the dataset.

Bias for each extracted lake is defined as:

\[ \text{Bias} = A_{\text{ref}} - A_{\text{meas}} \]  

(2)

where, \( A_{\text{ref}} \) is the lake area obtained from ground reference data, and \( A_{\text{meas}} \) is the area calculated from semiautomatic extraction method. A positive (negative) bias value indicates an average amount of underestimation (overestimation) in the area.

For any semiautomatic extraction method, total misclassified area (m²) can be calculated by summation of all absolute bias values (independent of positive or negative sign) for 36 lakes, as follows:

\[ \text{Total misclassified area (m²)} = \sum_{i=1}^{36} \text{Abs} \left( \text{Bias} \right) \]  

(3)

The total misclassified area, overestimated area, and underestimated area can also be expressed in terms of percentage, as follows:

Total misclassified area (%) = \( \frac{\sum_{i=1}^{36} \text{Abs} \left( \text{Bias} \right)}{A_{\text{reference}}} \times 100 \)  

(4)

Total underestimated area (%) = \( \frac{\sum_{i=1}^{36} \text{Positive Bias}}{A_{\text{reference}}} \times 100 \)  

(5)

Total overestimated area (%) = \( \frac{\sum_{i=1}^{36} \text{Abs} \left( \text{Negative Bias} \right)}{A_{\text{reference}}} \times 100 \)  

(6)

where, \( \sum_{i=1}^{36} A_{\text{reference}} \) is the summation of areas obtained from ground reference data for 36 lakes, \( \sum \) Positive Bias is the summation of all positive bias values (out of 36 lakes) produced by semiautomatic extraction method, and \( \sum \) Abs (Negative Bias) is the summation of absolute (positive) values of all the negative biases produced by semiautomatic extraction method.

**Experimental Results**

**Approaches for Semi-automatic Extraction of Lakes**

The average RMSE for each PAN-sharpening algorithm (row) and each extraction method (column) was calculated to comment on overall stability and consistency of the respective algorithm (Table 5). In addition, local RMSE averages for each extraction method were calculated to assess the performance of each method within a respective extraction approach. Sample data used in RMSE calculations for GS-sharpened images using the customized NDWI approach are shown in Table 2.
We analyzed semiautomatic feature extraction approaches for delineation of lakes, which were categorized as (a) the customized NDWI approach (average RMSE = 230.149 m$^2$), (b) the spectral processing approach (average RMSE = 240.296 m$^2$), and (c) the target detection approach (average RMSE = 224.717 m$^2$). Our experiment revealed that existing target detection approach outperformed the other approaches used with the five PAN-sharpening algorithms. The customized NDWI approach was intermediate between the other two approaches. The overall reliability of all the extraction methods within the respective approaches was based on the RMSE values and is discussed below. The variation in RMSE between the three approaches is summarized in Table 5.

**Performance of the Target Detection Approach**

Among the five target detection methods applied to the five PAN-sharpened WV-2 images, the MT-TCIMF outperformed the other methods, while OSP performed the worst in extracting lake features (Table 5, Average RMSE). ACE delivered better results than TCIMF and CEM, but the difference in average RMSE for ACE, CEM, and TCIMF was found to be comparable in a given cohort. Surprisingly, the performance of OSP was found to be worse than that of the customized NDWI approach.

**Performance of the Customized NDWI Approach**

The NDWI$_{1-8/1+8}$ combination yielded superior results, while NDWI$_{2-8/2+8}$ produced inferior results, compared to the remaining two combinations in a group of four practiced NDWIs (Table 5, Average RMSE). On the other hand, the differences in average RMSE for NDWI$_{1-7/1+7}$ (229.812 m$^2$), NDWI$_{6-8/1+8}$ (227.358 m$^2$), and NDWI$_{7-7/2+8}$ (228.167 m$^2$) seemed comparatively negligible in a given group. The customized NDWI approach was found to be superior to the spectral processing approach and inferior to the target detection approach. Overall, the customized NDWI approach surpassed the accuracy associated with the OSP method of the target detection approach. In general, the performance of this method in terms of average RMSE was found to be intermediate in comparison to the other two methods.

**Performance of the Spectral Processing Approach**

The MTMF spectral processing method (average RMSE = 215.663 m$^2$) produced the best results compared with the other methods of this approach. It was the only method in this category that outperformed the customized NDWI approach, while all the other spectral processing methods performed worse than the customized NDWI approach (Table 5, Average RMSE).

The MF/SAM ratio method performed better than its individual components, i.e., SAM and MF, which was expected. The difference in average RMSE between MF/SAM and MF was comparable, which suggests that the poor performance of MF/SAM may be attributed to the overall poor performance of the SAM component. Interestingly, PCA performed significantly better than MF, SAM, and the MF/SAM ratio. In addition, PCA was the only method in this set that exceeded the accuracy of the OSP method (a target detection approach), suggesting that PCA rendered fewer false alarms compared to OSP.

**Overall Performance of Semiautomatic Extraction Methods**

The overall trend of performance for all the lake extraction methods, based on RMSE, are summarized in Figure 3a and can be ranked as follows: MT-TCIMF > MTMF > ACE > TCIMF > CEM > NDWI$_{1-8/1+8}$ > NDWI$_{6-7/2+7}$ > NDWI$_{1-7/1+7}$ > NDWI$_{2-8/2+8}$ > PCA > OSP > MF/SAM > MF > SAM. This order suggests that the methods can be grouped by approach and ranked as follows: target detection approach > customized NDWI approach > spectral processing approach.

The average RMSE values for the customized NDWI approach ranged from ~227 m$^2$ to ~235 m$^2$, and for the spectral processing approach and the target detection approach, RMSE values varied from ~215 m$^2$ to 256 m$^2$ and from ~208 m$^2$ to ~246 m$^2$, respectively (Table 5 and Figure 4). The smallest variation in RMSE was found in the customized NDWI approach, which suggests that it is a more stable and consistent approach than the other two lake extraction approaches. In terms of instability associated with each approach, we rate them as follows: customized NDWI approach > target detection approach > spectral processing approach.

A visual analysis of the four best lake extraction results achieved by the customized NDWI approach is represented in Figure 5. A sample visual comparison of the shoreline of semiautomatically extracted lake feature using the customized NDWI and the manual reference is shown in Figure 6.

The mixed tuned matched filtering methods (MTMF and MT-TCIMF) outperformed the other extraction methods, while the MF and SAM methods were the worst of the 14 extraction methods. In general, mixed tuned methods consistently achieved a minimum number of false alarms for all lakes. Our results also suggest the potential of the NDWI approach in extracting lakes.

Among the methods, excluding mixed tuned matched filtering methods, results of the ACE method (RMSE = 220.524 m$^2$) showed great target visibility and the capability to suppress false signals, resulting in a low RMSE when compared with other methods. In the ACE output image, the target was clearly discriminated from the background when compared to the SAM image (most erroneous), suggesting that the former provides more decisive results than the latter. In our
Figure 5. A visual analysis images of the sample four lakes for which best results were obtained using four NDWI methods under customized NDWI approach. For each standalone NDWI method, four images are depicted at 1:1000 scale, namely, (a) NDWI image before thresholding, (c) NDWI image after thresholding with extracted lake feature, with (b) and (d) GS-sharpened multispectral image.

Figure 6. A sample visual interpretation for customized NDWI based semiautomatically extracted lake features with the manual reference at 1:400 scale. Figure 6a denotes the best case visual comparison, and Figure 6b denotes the worst case visual comparison.
experiment, the ACE method performed better than the other methods by better differentiating the target from the background features. Similar to CEM and MF, ACE provided a rapid means of detecting a specific target signature based on the ROI or signature spectra and did not involve data of all the other spectral signatures within the scene.

The comparative analysis of RMSEs (Table 5) suggests that MT-TCIMF ($RMSE = 208.741 m^2$) was able to greatly reduce the number of false signals compared with MTMF ($RMSE = 215.663 m^2$). In general, TCIMF can be viewed as an extension of the CEM detector. Our results concur with earlier studies, which revealed that if the spectral angle between the target and the non-target is significant, TCIMF can potentially reduce the number of false positives when compared with the CEM method. Based on the RMSEs computed from the number of false alarms, CEM and TCIMF achieved better performances than the customized NDWI approach and the spectral processing approaches.

MT-TCIMF showed the best performance in the cohort, given its average RMSE of 208.741 m², which was the lowest of the 14 extraction methods. The OSP method showed poor lake extraction capabilities ($RMSE = 245.243 m²$), indicating that it produced many false alarms. However, TCIMF performed significantly better than the customized NDWI methods and the OSP method. Our results suggest that CEM ($RMSE = 225.973 m²$) and TCIMF ($RMSE = 223.106 m²$) performed much better than OSP ($RMSE = 245.243 m²$) when applied to lake extraction from WV-2 data. The outcomes and observations of these semi-automated extraction procedures as a whole suggest that the target detection approach performed better than the other two approaches analyzed.

We also found that SAM was suitable for lake detection, even though its performance was poor ($RMSE = 257.306 m²$). The MF/SAM ratio suppressed the false positives that were present when using only one of the methods (MF or SAM) but not when using the other, while enhancing the true positives. For example, if a pixel representing water had a high MF and low SAM value, the ratio (MF/SAM) would produce a high true positive. Conversely, if the MF product had a high value for a false positive, but the SAM would correctly mapped it as a non-water pixel (high value), the ratio of these high values led to a smaller value, which suppressed the false positive. Hence, MF/SAM ($RMSE = 245.733 m²$) ratio performed considerably better than MF ($RMSE = 246.948 m²$) and SAM ($RMSE = 257.306 m²$) alone.

Out of the 36 lakes under consideration, 11 of them were partially covered with ice or snow, which can confound spectral signatures as a result of suspended sediments and variable snow cover. Table 6 presents the RMSE results pertaining only to those 11 lakes, identified as lake number 7, 11, 14, 21, 24, 39, 57, 70, 73, 78, and 89 (bolded lake numbers in Table 2). The overall trend of accuracy for the lake extraction methods as they pertain to snow-covered lakes, based on RMSE, is as follows: ACE > TCIMF > NDWI (2-8/2+8) > MTMF > NDWI (2-7/2+7) > NDWI (1-8/2+8) > PCA > NDWI (2-7/2+7) > MF > OSP > CEM > MF/SAM > MT-TCIMF > SAM. This order suggests that the methods can be grouped by approach and ranked based on their ability to extract snow-covered lakes, as is as follows: target detection approach > customized NDWI approach > spectral processing approach (Figure 3b).

The RMSE for the customized NDWI approach varied from ~230 m² to ~314 m². On the other hand, the RMSE of the target detection approach and the spectral processing approach varied from ~97 to 347 m² and from ~307 to ~366 m², respectively. The customized NDWI approach again produced the smallest variation in RMSEs, which reflects that this approach was more stable and consistent for extracting partially snow-covered lakes than the other two approaches.

### Table 6. Quantitative Evaluation (RMSE, m²) of the Three Extraction Methods Pertaining to the 11 Partially Snow-Covered Lakes Using the GS-Sharpened Image

<table>
<thead>
<tr>
<th>Approach</th>
<th>Method</th>
<th>RMSE (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Target Detection</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACE</td>
<td></td>
<td>97.91</td>
</tr>
<tr>
<td>TCIMF</td>
<td></td>
<td>178.49</td>
</tr>
<tr>
<td>CEM</td>
<td></td>
<td>325.2</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td>244.65</td>
</tr>
<tr>
<td>NDWI$_{(1-8/2+8)}$</td>
<td></td>
<td>230.66</td>
</tr>
<tr>
<td>NDWI$_{(2-7/2+7)}$</td>
<td></td>
<td>280.2</td>
</tr>
<tr>
<td>NDWI$_{(2-7/2+7)}$</td>
<td></td>
<td>314.27</td>
</tr>
<tr>
<td>NDWI$_{(2-8/2+8)}$</td>
<td></td>
<td>302.82</td>
</tr>
<tr>
<td><strong>Spectral Processing</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MF/SAM</td>
<td></td>
<td>328.75</td>
</tr>
<tr>
<td>MF</td>
<td></td>
<td>315.47</td>
</tr>
<tr>
<td>SAM</td>
<td></td>
<td>366.99</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td>327.39</td>
</tr>
</tbody>
</table>

**Comparative Assessment of PAN-Sharpening Algorithms**

In this study, we tested five PAN-sharpening algorithms (GS, Wavelet-PC, PC, EF, and BT) for fusing an MS image with PAN. An assessment of the performance of each PAN-sharpening algorithm for lake extraction was undertaken, because the performance of these algorithms is spectrally and/or spatially dependent. From Table 5 (average RMSE), the performance hierarchy of PAN-sharpening algorithms for 14 lake extraction methods, based on RMSE, was GS > Wavelet-PC > PC > EF > BT, which suggests that the GS algorithm outperformed the others, given its small average RMSE (Figure 7).

Wavelet-PC-sharpened and GS-sharpened images performed the best for the TCIMF method ($RMSE = 165.001 m²$) and the NDWI$_{(2-7/2+7)}$ method ($RMSE = 173.540 m²$), respectively (Table 5). PC- and BT-sharpened images performed best for the MTMF method by rendering RMSE of 181.459 and 203.606 m², respectively, while EF showed the best performance for CEM, given its RMSE of 170.814 m². In general, Wavelet-PC and EF are the optimal sharpening algorithms for the target detection approach, while PC and GS are the optimal sharpening algorithms for the customized NDWI approach. BT performed well for the spectral processing approach. Based on the overall RMSE values, the Wavelet-PC-sharpened image coupled with TCIMF ($RMSE = 165.001 m²$) rendered accurate feature extraction, followed closely by the EF-sharpened image coupled with CEM ($RMSE = 170.814 m²$) and the GS-sharpened image coupled with NDWI$_{(2-7/2+7)}$ ($RMSE = 173.540 m²$). In general, this analysis suggests that GS is the most suitable PAN-sharpening algorithm given its small average RMSE. The greatest number of extraction methods (six methods) followed by Wavelet-PC (three methods) and BT and PC (two methods each). Hence, we concluded that GS-sharpened images provide a decisive tool for semi-automated extraction of lake features.

**Misclassification Statistics for GS-Sharpened Image**

In the final step, we tested the performance of all the 14 standalone extraction methods grouped into three semi-automatic lake extraction approaches on the basis of amount of misclassification caused by each method in terms of misclassified number of pixels and equivalent misclassified lake area. The amount of misclassified areas (percent) for all the 36 lakes and for 11 partially ice or snow-covered lake features are summarized in Figure 8. The overall trend of accuracy for the lake extraction methods for all the 36 lakes based on misclassified area (Figure 8) is as follows: NDWI$_{(2-8/2+8)}$ > NDWI$_{(2-7/2+7)}$ > MF > TCIMF > MT-TCIMF > NDWI$_{(2-7/2+7)}$ (MTMF’s ACE) > OSP > CEM > NDWI$_{(1-8/2+8)}$ > PCA > SAM > MF/SAM. This order suggests that the methods can be grouped by approach and ranked...
Figure 7. Performance of PAN-sharpening algorithms to produce images that subsequently underwent extraction of lake features using the three semiautomated approaches. The variation of RMSE among the three semiautomatic lake feature extraction approaches is graphically summarized.

Figure 8. The overall performance of the extraction methods for extracting all the 36 lakes and partially ice/snow-covered 11 lakes, based on misclassified area (percent).

Misclassification statistics for all 36 lakes

<table>
<thead>
<tr>
<th>Method</th>
<th>SAM</th>
<th>MF</th>
<th>MF/SAM</th>
<th>OSP</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customized NDWI</td>
<td>1.62</td>
<td>0.82</td>
<td>1.95</td>
<td>1.95</td>
<td>1.32</td>
</tr>
<tr>
<td>Spectral Processing</td>
<td>1.99</td>
<td>1.99</td>
<td>2.01</td>
<td>2.01</td>
<td>2.01</td>
</tr>
<tr>
<td>Target Detection</td>
<td>2.12</td>
<td>2.12</td>
<td>2.12</td>
<td>2.12</td>
<td>2.12</td>
</tr>
</tbody>
</table>

Misclassification statistics for 11 partially snow/ice covered lakes

<table>
<thead>
<tr>
<th>Method</th>
<th>SAM</th>
<th>MF</th>
<th>MF/SAM</th>
<th>OSP</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customized NDWI</td>
<td>2.63</td>
<td>4.93</td>
<td>4.93</td>
<td>5.93</td>
<td>7.37</td>
</tr>
<tr>
<td>Spectral Processing</td>
<td>4.34</td>
<td>4.34</td>
<td>4.34</td>
<td>4.34</td>
<td>4.34</td>
</tr>
</tbody>
</table>

We also found that customized NDWI caused consistently least misclassification (≈21 percent) than the target detection (≈23 percent) and spectral processing (≈30 percent) methods for extraction of partially snow or ice covered 11 lakes (Figure 8). In order to test the robustness of our analysis and the
validity of customized NDWI approach for extraction of different sizes of lake features, we differentiated the 36 lakes (Table 2) into three groups based on their sizes; small (area < 1,000 m²), medium (1,000 m² < area > 5,000 m²), and large (area > 5,000 m²). From Table 2, it is evident that there are 11 small, 15 medium, and 10 large sized lakes.

The overall trend of accuracy for the lake extraction approaches for 11 small sized lakes based on misclassified area can be expressed as follows: customized NDWI approach (≈48 percent) > spectral processing approach (≈55 percent) > target detection approach (≈56 percent). Similar trend of accuracy for 15 medium sized lakes has been observed as follows: customized NDWI approach (≈13 percent) > spectral processing approach (≈20 percent) > target detection approach (≈22 percent). However, in case of ten large sized lakes, target detection approach performed better than the spectral processing approach. The overall trend for large sized lakes is as follows: customized NDWI approach (≈9 percent) > target detection approach (≈13 percent) > spectral processing approach (≈14 percent). Generally, these trends also suggested that the overall accuracy of lake feature extraction was dependent on the size of the lakes. Broadly, for all the semiautomatic feature extraction approaches, larger errors were observed for small sized lakes (≈48 percent to ≈56 percent), followed by medium sized lakes (≈14 percent to ≈22 percent) and large sized lakes (≈9 percent to ≈14 percent).

Discussion

SIR-based differentiation of land and rock from snow may be relatively straightforward, but the identification of lakes with the landscape is much more problematic. Lakes with the landscape are influenced by the local topography of the study region which confounds the spectral signatures. The Larsemann hills region represents different land covers (snow, ice, rocks, lakes, permafrost, etc.) and with a flat, hilly and mountainous terrain. The characteristic physiographic features of the study region are small, rounded hillocks and broad ‘U’ shaped glacial valleys exhibiting a rolling topography. The spectral signatures of these lakes are generally confounded because of the surrounding features such as lake water, sediments, and surrounding snow/ice/land surfaces. It is relatively straightforward to extract lake features from flat terrain with low or moderate topographic variations as compared to a hilly terrain, because of the confounding spectral signatures from the surrounding landscape.

A semiautomatic lake feature extraction can be applied in a real operational environment only if it provides superior performance in terms of quality measures. In addition to empirical superiority in terms of accuracy, our analysis shows that the customized NDWI proved to be superior and provides the following advantages over existing extraction methods.

1. Consistency: Customized NDWI based lake feature extraction was less sensitive to the background noise (topography, shadows, and snow/ice cover). Our customized NDWI approach could consistently extract 36 lake features by optimizing the target (water) against the noise.

2. Flexibility: The threshold values used for customized NDWI can be adjusted to suppress the noise without much affecting the extraction of target lakes.

3. Minimization of manual editing: A visual interpretation of extracted lakes showed that the dimension of lake features (shape, geometry, and size) was well preserved and manual editing was highly minimized.

4. Efficiency: The observed average time for extracting lakes was less for customized NDWI, moderate for spectral processing, and maximum for target detection approaches.

5. Interactivity: Our customized NDWI approach is very interactive in terms of threshold definition, and band selection to rectify the wrongly classified pixels.

6. Robustness: The customized NDWI method could identify all kinds of lakes in a typical Antarctic coastal oasis environment.

7. Complexity: Customized NDWI approach is easy to implement and less complex, as compared to the target detection or spectral processing algorithms.

In our analysis, the coastal spectral band was normalized against the NIR1 and NIR2 bands. Since the difference in reflectance of each of these spectral bands was greater, it created a discrete threshold for distinguishing regions of standing water. Customized NDWI produces a grayscale image, where water appears bright. Some other features may also appear bright, such as buildings and clouds. However, the likelihood of buildings with spectral response analogous to that of water in the study area is remote. Since the satellite image was captured under minimum cloud cover conditions, water is the only feature that appears bright on the customized NDWI image. The obvious detection of lake features validates the theory that the coastal band is a unique variable in the customized NDWI equation. In the second experiment, the same process was repeated using blue band instead of coastal band. In both the experiments, each customized NDWI ratio produced pragmatic results with lake features of noticeable similarity as evident in both the true/false color composites of the original satellite data and reference digitized data.

Most misclassifications associated with semiautomatic extraction procedures are attributed to four main types of errors:

1. Inaccuracies as a result of cast shadows: If no cast shadow is modeled for a pixel that is actually in a cast shadow, it is highly probable that the pixel will be misclassified as a lake feature. The rate of recurrence and magnitude of these inaccuracies are closely related to the local geography or topography of the study area.

2. Saturation of blue spectral band: Snow and ice exhibits high reflectivity in the visible portion of the electromagnetic spectrum. Pixels with a certain slope and aspect can reflect the incoming sunlight directly into the sensor and cause a saturation of the blue band. This can lead to misclassifications in the customized NDWI approach because of high blue band values.

3. Melt water: The occurrence of melt water on ice and rock surfaces in the austral summer months are not actually misclassifications in technical terms, but can be adjusted for specific extraction of lake features by adjusting threshold values.

4. PAN-sharpening: The process of PAN-sharpening causes spectral and/or spatial distortion in resulting fused images. We attribute the varying amount of spectral and/or spatial distortions in fused images to the five different PAN-sharpening algorithms used in this study.

The prevalent misclassification of cast shadow regions is the main problem with NDWI-based water classification, because the blue band is susceptible to atmospheric scattering. Thus, even in cast shadow regions, there is always a signal in the blue channel. To reduce the shortwave scattering component, DOG was applied to the blue channel, which only produced minor improvements. Hence, for extraction of water cover, it is necessary to check the lake areas covered by cast shadow, or these areas may be underestimated or overestimated as a result of false negative or positive signals. However, in this study, there were only a few of these errors, as shown in the final stage of extraction. To avoid an unacceptable number of misclassifications, the accuracy assessment of the digitized vector data was necessary as it is the most crucial reference data used in this study. A perpendicular error distance from the digitized shoreline vertex to the DGPS reference shoreline...
vertex was calculated for ten random points per lake, i.e., 360 points for 36 lake features. The perpendicular distance errors were found to vary from 4 m to ±11 m (RMSE = ±9 mm). Additionally, to check the effect of digitization errors on overall lake area, each digitized lake polygon area value was compared with the original reference DGPS based lake area value. The difference in lake area values varied from ±4 m² to ±7 m² with RMSE of ±5.7 m². The quantitative error in digitization (positional error RMSE of ±9 mm and RMSE in lake area of ±5.7 m²) is insignificant as compared to the errors caused by different extraction methods (+220 m² to ±260 m²), for extraction of 36 lake features. Moreover, the digitization error amount would be constant for all 14 lake extraction methods, and hence, the comparison of these methods in present analysis would be unbiased and valid.

Conclusions
The spectral characteristics of cryospheric lakes from WV-2 images were analyzed by utilizing a combination of image processing methods. The use of well-established PAN-sharpening algorithms coupled with a numerous number of feature extraction methods provided an effective platform to support semiautomatic extraction of Antarctic lake features. The use of all NDWI combinations derived by using the duplet set of VNIR bands offered a wide and precise means for extracting lake areas. The degree and extent (magnitude) of the spectral and/or spatial distortions introduced by PAN-sharpening influenced consequent extraction processing, and significantly influenced the final accuracy of the analysis. Incorporating the unique add-on WV-2 bands offered a contextual foundation for surface mapping by using feature extraction methods and scene characterization, in contrast to other commercial MS image sensors. Different band combinations of NDWI provide a broad vision to resolve minor variations in the performance of the practiced extraction procedures, which would have not been possible with other satellite data that contained only the single infrared, red, and blue bands. The different band combinations used in this study also facilitated a deep understanding of the role of specific spectral bands used in diverse combinations in order to produce the best extraction from PAN-sharpened images. This work suggests that data from the add-on WV-2 bands which allow for a unique set of NDWIs can be coupled with traditional PAN-sharpening algorithms to create superior methods for feature extraction.
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